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This remarkable publication in Scientific Reports (Nature Publishing Group) presents a novel approach

to tinnitus research, conducted across University of Zurich and University of Regensburg with 102 par-

ticipants. The study, designed and executed by the applicant with his engineer PhD candidate, achieves

the first successful prediction of acoustic tinnitus suppression from resting-state brain activity, reaching

classification accuracies of 98% for sensor/source models and 86% for connectivity models. Indepen-

dent validation achieved 99.1% accuracy, confirming robustness across different recording systems. The

research identifies specific neural biomarkers including gamma and alpha oscillations as strongest pre-

dictors of suppression capability, along gamma oscillations with hemispheric specialization patterns, intact

intra-auditory networks and selective connectivity patterns, and normalized aperiodic spectral features in

suppression-capable individuals. These findings advance understanding of neural mechanisms underlying

brief acoustic tinnitus suppression (BATS), provide objective markers for tinnitus subtyping, and a blueprint

for a parsimonious approach for explainable AI distinguishing tinnitus cases from controls with any human

neuroimaging dataset. The work combines explainable AI techniques with comprehensive EEG analysis,

unprecedented in the field regarding scientific rigor and state of the art methodology.

Scientific Innovation This work establishes a new research approach by achieving the first successful

prediction of brief acoustic tinnitus suppression using (naive) resting-state neurophysiological data. The

application of explainable artificial intelligence with SHAP analysis provides interpretable insights into neu-

ral mechanisms, surpassing limitations of traditional ”black box” machine learning approaches by allowing

rigid results validation and interpretation of direction of effects. The analytical framework encompasses 744

initial features across spectral power, entropy measures, aperiodic parameters, source-localized activity,

and large-scale network connectivity, which are systematically preprocessed and fed into an exhaustive set

of fitting classifier algorithms, of which the most stable and best performing one was then chosen to inform

the main results. The study reveals novel hemispheric specialization patterns, with alpha power dominance

in right hemisphere regions and gamma power predominance in left hemisphere auditory networks. The

identification of normalized aperiodic spectral signatures in suppression-capable individuals advances un-

derstanding of thalamocortical dynamics in tinnitus as well as predicitive coding in the brain (also elicited

by the bi-directional predictive value of gamma in temporal auditory fields). The findings contribute a new,

all-encompassing theoretical frameworks for tinnitus pathophysiology and provide mechanistic insights into

neural processes underlying acoustic suppression capabilities, which inform both further basic research

and clinical applications (e.g. neuromodulation).
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Clinical Relevance The research addresses the clinical challenge of tinnitus heterogeneity by provid-

ing objective neural biomarkers for subtyping individuals based on their acoustic suppression capability.

The 98% prediction accuracy demonstrates potential for identifying individuals with preserved suppres-

sion mechanisms, which may inform understanding of tinnitus progression and individual differences. The

EEG-based classification approach offers an objective alternative to purely subjective tinnitus assessment

methods and satisfies the need for a valid, objective biomarker of the condition. While acoustic suppres-

sion represents a trait rather than a treatment, understanding the neural basis of this phenomenon may

inform future therapeutic development by identifying preserved neural mechanisms and potential interven-

tion targets. The specific brain regions and frequency bands identified provide candidates for investigating

neuromodulation approaches.

Quality of Methodological Implementation The study demonstrates methodological rigor through dual-

site validation across University of Regensburg (n=79) and University of Zurich (n=29), with consistent

findings replicated across different recording systems and populations. The implementation of 10-fold

cross-validation with independent test set evaluation prevents overfitting. Randomized label shuffling con-

trols yielded chance-level accuracy (51.7%), confirming the biological validity of identified patterns. The

comparison across ten classifier types demonstrates algorithmic robustness and establishes that findings

represent biological rather than computational artifacts - again, unseen or un-conceived in the field to date.

The multi-scale analytical approach examines data from sensor-level recordings to source-localized regions

to network-level connectivity, providing comprehensive and exhaustive characterization of neural substrates

of tinnitus (subtypes).

Interdisciplinarity This research integrates machine learning, neurophysiology, and audiology by apply-

ing computational methods to understand neural mechanisms of acoustic tinnitus suppression. The work

bridges the general fields of neuroscience, engineering, artificial intelligence and clinical audiology, culmi-

nating in a state of the art blueprint of explainable artificial intelligence clinical neuroscience in tinnitus.
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prominently alpha and gamma frequency band power. Gamma power was stronger in the left auditory 
network, while alpha power dominated the right hemisphere. Aperiodic features were normalized 
in individuals with BATS. Additionally, hyperconnected auditory-limbic networks in BATS suggest 
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revealing distinct neural traits between tinnitus subpopulations. Our work emphasizes the role of 
neural mechanisms in predicting and managing tinnitus suppression. Moreover, it advances the 
������������������ơ������������������������ǡ�������������ǡ�����������������������������������������
clinical neurophysiological data in general.

Chronic subjective tinnitus is defined as the persistent and conscious auditory perception of tonal or composite 
noise in the absence of an equivalent external physical acoustic source, which can evolve into a more complex 
syndrome termed ‘tinnitus disorder’ marked by high levels of tinnitus-related distress 1,2. With a prevalence of 
about 14.4%, tinnitus is a common condition in the global population with many of those affected experiencing 
severe burden 3, and suffer from several comorbidities such as depression or anxiety disorders 4. Currently, no 
effective treatment for tinnitus is established or on the horizon and the available treatment approaches only 
focus on secondary symptoms such as quality of life management 5–7. Typically, tinnitus is thought to evolve 
as a consequence of noise trauma and/or hearing loss8, whereby the resulting lack of peripheral auditory input 
provokes maladaptive pathological changes in the auditory pathway as well as the central nervous system putatively 
responsible for the perception of the auditory phantom sound perception tinnitus  9–11. These pathological 
alterations further translate into distinctive tinnitus-related spontaneous brain activity patterns; here, increased 
activity in the delta and gamma frequency bands and decreased activity in the alpha frequency band in (sensory) 
auditory cortical regions have been reported by electroencephalography (EEG) or magnetoencephalography 
(MEG) by several research groups 12–15. Moreover, tinnitus-related alterations in functional global and modality-
specific networks have been reported 16. Generally, these alterations include increased connectivity within and 
between the auditory network, the default mode network, the attention networks, and the visual network.

In past studies, various machine learning approaches were applied to differentiate the tinnitus population 
from healthy controls using resting state EEG data with high accuracy  17–20. However, to this day, machine 
learning studies concerning active manipulation of tinnitus have not been carried-out within the tinnitus 
population.

A large portion of individuals with tinnitus (60-80%) are capable of undergoing temporary suppression of 
the subjective tinnitus perception to some degree following sound stimulation with either white noise, sine 
tones, or various (complex) modulated or filtered stimuli  21–27. Brief Acoustic Tinnitus Suppression (BATS), 
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established as ”residual inhibition” or ”forward masking”28,29, is theorized to result from a temporary recovery of 
imbalanced inhibitory and excitatory neuronal activity in the auditory cortex and/or reduced firing of neurons 
along the auditory pathway 30. While studying the subcortical auditory pathway below the brainstem in human 
participants is challenging, so far only three studies focused on cortical activity related to BATS on a group level, 
besides three single case studies showing heterogeneous findings 31–33: Kahlbrock and Weisz 34 observed a decline 
in pathologically enhanced activity in the delta frequency range, whereas King and colleagues’s study indicated 
elevated power spectral density concerning gamma and alpha activity  35. Similarly, we could demonstrate in 
our former study 36 that participants who experience BATS had enhanced alpha activity in general compared 
to participants without BATS. In contrast to King and colleagues’ study, however, we observed reduced gamma 
band amplitudes. This observation further emphasizes specific oscillatory signatures of tinnitus patient subtypes 
related to the ability to induce short-term tinnitus suppression via acoustic stimulation. Currently, there seems 
to be convergence regarding the role of alpha in BATS with most studies reporting an increase while in other 
frequency bands, especially gamma, the results are diverging and partly contradicting.

To the best of our knowledge, no former study attempted to predict tinnitus suppression, ‘off-states’, or 
specifically BATS from (naive) resting state M/EEG data. In contrast to former studies in BATS probing short-
term state-like neural responses during BATS or classification thereof, this approach may elucidate how individual 
trait-like or phenotypic neural signatures influence the ability to suppress tinnitus. We therefore consider 
elaboration on trait-specific (oscillatory) brain activity patterns associated with BATS to be of high interest, 
given the potential to accurately identify individuals with the ability to acoustically suppress their tinnitus. Such 
accurate classifiers could in turn be of use in tinnitus subtyping, objective diagnosis, and early identification of 
individual treatment options like sound therapies 37. Automatic, high-accuracy classification and insights gained 
from resulting, distinctive features would enable us to better understand the BATS phenomenon and basic 
mechanisms of tinnitus on the neural level including neuroplasticity. Explainable AI has the potential to surpass 
traditional analysis methods by enabling a comprehensive examination of models and important features  38. 
Furthermore, this approach could foster (objective) diagnostic options, tinnitus subtyping, and identification 
of individual treatment options like sound therapies 37. Related to that, it was recently shown that certain EEG 
features such as frequency band power and functional connectivity could predict treatment response to a sound-
based intervention with 98-100% accuracy 39.

Currently, it remains unclear which trait-like factors or signatures of (oscillatory) brain activity and 
connectivity can predict BATS. Hence, the objective of the present work is to apply automatic classification 
algorithms to evaluate if distinctive EEG sensor, source, and connectivity features are predictive of BATS.

Materials and methods
Data sets
The EEG and behavioral data used in this study were sourced from two distinct labs at the universities of 
Regensburg, Germany, and Zurich, Switzerland. The Regensburg dataset encompassed 79 participants who 
actively participated in two neurobehavioral experiments investigating BATS with EEG. These experiments 
received ethical approval from the internal ethics review board of the Faculty of Medicine, Regensburg, under 
reference numbers 17-819-101 and 18-1054-101. The Zurich validation set consisted of 29 participants partaking 
in a neuromodulation study where EEG and BATS were assessed during baseline measurements. Ethical approval 
for the Zurich study was obtained from the Cantonal Ethics Committee (KEK, Zurich; BASEC-Nr. 2020-02027). 
All individuals included in the studies pertaining to the dataset at hand provided informed consent for both their 
participation in the studies and the utilization of their data for future analyses. The experiments were conducted 
in strict compliance with the ethical principles outlined in the Declaration of Helsinki.

For more comprehensive details and descriptive statistics related to the data sets, readers are referred to the 
supplementary material tables S1 and S2.

	�����������������
An overview of our method pipeline is shown in Fig 1. Following the preprocessing and epoching of the EEG 
data, a set of frequency domain features, comprising oscillatory power estimation, non-oscillatory parameters, 
and information measures, was extracted for each EEG epoch, with calculations performed individually at 
the level of each electrode and brain region. The features computed per electrode consisted of: Sensor space 
spectral power values averaged within the five canonical M/EEG frequency bands (comprising 310 features), 
average spectral Shannon entropy (comprising 310 features) 40,41, and non-oscillatory parameters, such as the 
slope and offset of power spectral density at each electrode (comprising 124 features) 42. Entropy measures the 
complexity or unpredictability of brain activity, providing insights into neural dynamics and cognitive states. 
Higher entropy typically reflects more complex, less predictable signals, while lower entropy suggests more 
regular, structured activity 43,44. (see supplemental information for details.) For each designated brain region 
extracted from Desikan-Killiany 45 atlas (source space), the features computed encompass the average spectral 
power across five distinct frequency bands within the epochs (comprising 340 features). See the supplementary 
section for a detailed explanation of how each feature set was computed. The (standard) frequency bands utilized 
for computing features encompass: Delta (0.5-4.5 Hz), Theta (4.5-8.5 Hz), Alpha (8.5-13.5 Hz), Beta (15-30 Hz) 
and Gamma (30–80 Hz) 46.

Due to the intrinsic correlation between spectral power values in the sensor space and source space, we 
divided the features into two distinct sets. Feature set 1, which pertains to the sensor space, was employed to 
explore the significance and direction of spectral power and spectral entropy in canonical frequency bands, as 
well as non-oscillatory activity in predicting BATS. By exploiting the classification results of feature set 1, it was 
narrowed-down into feature set 2 in source space, focusing solely on spectral power values associated with brain 
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regions. This procedure will help to investigate the specific contribution of individual brain regions (or labels) 
in the prediction of BATS.

Further, coherence metrics across frequency bands and brain regions identified as important through 
source space analysis were computed. Coherence, quantifies the functional connectivity between different brain 

Fig. 1. Overview of the analysis pipeline. EEG data collected from 73 participants (main dataset) was divided 
into 2-second epochs after preprocessing. Sensor space features with high correlation were merged using 
Pearson correlation. Data was partitioned into training and test sets, and a 10-fold cross-validation was 
performed on the training set. Further analysis involved ranking features based on their importance and 
exploring their directional impact. A parallel process was applied to the epochs using features computed in 
the source space. The outcomes of these analyses were utilized to calculate spectral connectivity features in 
each frequency band and between brain regions (labels) in the source space. Furthermore, all procedures were 
performed on an additional, independent EEG dataset of 29 participants to validate and benchmark the results.
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regions by measuring the consistency of phase relationships across frequencies. It is commonly used to assess 
neural synchronization, with higher coherence indicating stronger communication between regions. (refer to 
supplementary materials for more details). For the analysis of functional connectivity patterns across different 
resting-state brain networks, the Desikan-Killiany atlas was utilized  45 and brain regions were organized into 
networks as delineated in the supplementary Table S3. Seven large-scale functionally segregated networks 47,48 
were categorized, including visual (VSN), somatomotor (SMN), dorsal attention (DAN), ventral attention 
(VAN), limbic (LBN), frontoparietal (FPN), and default mode (DMN) networks. Recognizing the particular 
importance of the auditory network (AUN) in tinnitus, we incorporated nine distinct sub-networks along with 
most contributing brain regions detected within the AUN network. Labels for the left or right hemisphere were 
included if the corresponding label in the other hemisphere was missing to account for the brain’s bi-hemispheric 
functional organization.

������Ƥ���������������
Features with correlation coefficients exceeding 0.9 were merged using Pearson correlation. A threshold of 0.9 
is commonly used to ensure that remaining features are sufficiently distinct to contribute unique information 
to the model 49. The selected set of features significantly improved the model’s interpretability and its ability to 
generalize across different datasets. Then, the classification process was performed by shuffling the epochs and 
then randomly splitting them into a 70% training and a 30% test set. Following this initial split, a 10-fold cross-
validation procedure was carried-out exclusively on the training set, and finally, the classification algorithm’s 
accuracy was computed using the test set as follows:

 
accuracy = #T P

#T P + #F N + #F P
 (1)

where #T P  represents the count of true positives, signifying correctly classified epochs from individuals with 
BATS. #F N  corresponds to the count of false negatives, encompassing misclassified epochs from individuals 
with +BATS, and #F P  denotes the count of false positives, including individuals incapable of persistently 
suppressing tinnitus (-BATS) but have been incorrectly assigned to the other class. In our analysis, we employed 
10 widely recognized classifiers from the scikit-learn python package  50 with their respective default 
parameters. These classifiers comprise: Random Forest (RF) 51, Gradient Boosting 52, Quadratic Discriminant 
Analysis (QDA)  53, Naive Bayes  54, Decision Tree  55, Radial Basis Function (RBF) kernel SVM  56, Gaussian 
Process  57, k-nearest neighbors  58, Convolutional Neural Network  59 and linear SVM  60. By utilizing such a 
diverse set of classifiers, it was evaluated if the classification task is robust across classifiers and the different 
thresholds for BATS.

After benchmarking the set of classifiers, the best performing model was selected and subjugated to 
feature importance analysis. Feature importance was determined based on the mean and standard deviation 
of the reduction in impurity within each tree, known as Gini impurity metric (see supplementary materials). 
Subsequently, we retrained the model, using only the top 100 features identified through this process. To 
assess the significance and directional impact of features (sensor space, source space, or spectral connections) 
in predicting the two classes (i.e., +BATS and -BATS), we utilized the SHAP (SHapley Additive exPlanations) 
Python package 61.

Validation
To validate and benchmark our results, we utilized a distinct validation dataset, which is detailed in the ”Data 
sets” section. The same methodology as detailed in section ”Feature extraction” and ”Classification pipeline” was 
applied to the validation dataset, including the computation of predefined feature sets both in the sensor and 
source space as well as spectral connectivity measures. For classification, a BATS threshold of -1 was employed 
to categorize participants into two groups: those who did show acoustical suppression of their tinnitus (with 
values less than or equal to -1) and those who did not (with values larger than -1). Note, the scale ranged from 
0 indicating no suppression to -5 indicating full suppression. Moreover, we computed models where the BATS 
labels (i.e., +BATS and -BATS) of the data split were randomly shuffled so each label consisted of a mixture 
of true and false labels (50% mixture). This allowed for validation of our models and the related ground truth 
assumption, namely, the ability to suppress tinnitus based on individuals’ self-reports.

�������
Sensor space
As a result of the feature correlation check, 92 features, which accounted for 12.4% of the original 744, were 
excluded due to their high correlation. We furthermore assessed the accuracy of our models on test data by 
setting the BATS threshold to five different values (here: perceived tinnitus loudness during +BATS): 90, 80, 70, 
60, and 50. For consistency in subsequent classification tasks conducted in the source space and connectivity 
analysis, we adopted RF as our standard classifier and set the threshold for +BATS to 90 (see ”Discussion” for 
more details). Notably, our ancillary randomly-shuffled label models analysis for this threshold resulted in an 
accuracy of 51.7% for the RF model, providing clear evidence for the feasibility of our choice of ground truth 
in this analysis. After selecting the top 100 most important features and retraining the model, we achieved an 
accuracy of 98.6% for the RF model on the test data.

Subsequently, by assessing the importance of these features, we discovered that the power spectrum averaged 
over the gamma and alpha frequency bands exerted the most significant influence on the model’s predictions 
for both classes, namely +BATS and -BATS, as depicted in Fig. 3A. Investigating the directional impact of these 
features, we observed that spectral power values in the gamma frequency range had a bidirectional effect on 
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predicting both classes, with a tendency of high gamma feature values predicting +BATS. Moreover, higher alpha 
feature values apparently exert a more significant impact on predicting individuals with +BATS, suggesting that 
individuals with tinnitus who show higher alpha activity during an independent EEG resting-state measurement 
are more likely to successfully show inhibition of their tinnitus. Channels identified as important contributors 
by the classification are depicted in Fig. 3B and mostly covering auditory, sensory, and/or attentional networks. 
Yet, given well-known issues of volume conduction, diffusion, and smearing in M/EEG sensor level localization, 
source-localized data, as presented in the next section, is more feasible for further interpretation. Entropy values 
were calculated in order to extend the assessment of power values by contributing measures of orderliness or 
informational value. Looking at the impact on the model output (SHAP values) in Fig. 3A, D, entropy feature 
values confirm the bidirectional outcome for gamma and the positive influence of alpha power on tinnitus 
suppression by showing an inversion of the distribution of the power effects. Furthermore, power values in alpha 
and gamma are negatively correlated, shown in Fig. 3D in the right-most subplot. Finally, aperiodic parameters 
complement the results of the feature set showing that +BATS is related to lower aperiodic offsets and steeper 
slopes (resulting in a larger area under the curve), which reflects more periodic (i.e., oscillatory) activity or 
‘normal’ power frequency spectrum in individuals with +BATS (Fig. 3C).

Source space
Following the merging of features with high correlation, a total of 263 features, constituting 77% of the original 
340, were excluded from our dataset. Subsequently, we trained the model and classified the data using these 
refined features, resulting in an accuracy of 97.8% for the RF model on the test data. Examining the overall 
importance of spectral power values within different frequency bands across brain labels indicated that delta, 
theta, and beta oscillations accounted for 10.3%, 13.3%, and 19.2% of the total feature importance, respectively. 
However, alpha and gamma oscillations contributed substantially more significantly, making up 27.2% and 
29.8% of the total feature importance. This importance order aligns with results from the classification process 
performed in sensor space features. Figure  4 displays the key brain labels that contribute the most to the 
classification task, along with their predictive direction. The source model extends the findings of sensor space 
locations in the previous model by confining features to functionally-segregated brain regions. In general, alpha 
power was more pronounced in the right brain hemisphere whereas gamma power seems to exert a bias to the 
left hemisphere (Fig. 4A, B), at least regarding temporal and (primary) auditory fields. Furthermore, identified 
labels in primary auditory regions (transverse temporal, middle temporal) extend to non-auditory regions 
associated with sensory integration (superior parietal, supramarginal, precentral and paracentral), executive 
and attentional control (superior frontal, frontal pole), memory (parahippocampal, posterior cingulate), and 
limbic emotional (interface) integration (insula, rostral anterior cingulate, and temporal pole), for alpha and 
gamma, respectively. In the insula, high alpha power is not predictive of +BATS, whereas the opposite pattern 
can be observed for alpha power in the rostral anterior and the posterior cingulate cortex, and superior frontal 
gyrus. In the remaining labels of the alpha band, the impact on the model’s output is bidirectional or mixed. 
Gamma power is predictive of +BATS in (left) transverse temporal gyrus, rostral anterior cingulate cortex, and 
paracentral gyrus whereas it is not predictive in superior parietal and supramarginal gyri. For the remaining 
labels in gamma, their influence on the model’s output is observed to be bidirectional or variable.

Connectivity
We calculated the coherence connectivity measure within the resting state network’s brain labels and between 
the important brain labels identified in the source space analysis. The coherence measures were computed for 
each epoch, and 20 features out of 102 features were excluded due to high correlations (19.6%). Consequently, 
the training phase involved 82 features, encompassing connections between resting state networks and auditory 
network brain labels within two frequency ranges, specifically alpha and gamma. After training the model, we 
achieved an accuracy of 86.3%. The most important connections for both frequency ranges are presented in 
Fig.  5. Overall, the predictive feature set of this model is driven by important gamma connections between 
several networks and nodes while important connectivity in the alpha frequency band was limited to 3 between-
network connections and 2 intra-auditory network connections (hyperconnectivity between bilateral primary 
auditory fields in superior and transverse temporal gyrus as well as superior parietal gyrus. Interestingly, all alpha 
between-network connections (i.e., VAN and DMN or DGN, AUN and DAN) were not predictive of +BATS 
indicating a global and trait-like decoupling of these networks +BATS individuals. In contrast, intra-auditory 
network connections in the alpha band (i.e., between superior temporal, parietal, and transverse temporal gyri) 
are predictive of +BATS. Gamma connectivity predictive of +BATS resulted between AUN and SMN, AUN and 
LBN, AUN and DGN, SMN and FPN, and VAN and DAN, while the remaining connectivity features had mixed 
or negative impact on the model output (i.e., VAN and DGN, AUN and FPN, VAN and LBN, and VAN and 
SMN). Finally, a single intra-auditory network connection in the gamma frequency band predictive of +BATS 
was found between left superiorparietal gyrus and right superiortemporal gyrus.

Behavioral data
In the analysis of behavioral data of the main dataset, statistically significant higher Minimum Masking Levels 
(MML) were observed in the -BATS group compared to the +BATS group. This result indicates a potential 
correlation between the ability to acoustically suppress tinnitus and the MML (mean difference = 7.63 dB, 
supplementary Table S2). Additionally, while not reaching the level of statistical significance, there was a trend 
towards higher tinnitus loudness levels in the -BATS group (mean difference = 8.58 dB), which is in line with the 
MML finding and suggests a relationship between tinnitus maskability during sound presentation and residual 
inhibition after sound presentation.

�������Ƥ��������� |        (2025) 15:10968 ͻȁ������ǣȀȀ���Ǥ���ȀͷͶǤͷͶ͹;Ȁ�ͺͷͻͿ;ǦͶ͸ͻǦͿͻ͹ͻͷǦ�

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Validation
We conducted an ancillary analysis using a validation dataset to assess the generalizability of our findings and 
whether the identified important brain labels were consistent across different recording systems and varied levels 
of +BATS obtained from different response scales (see supplementary Figs. S1, S2 and S3. Spectral power values 
were computed in brain parcels, following the same methodology outlined in ”Feature extraction” section. 
Feature merging was performed to address high correlations, resulting in 107 (68.5%) features being retained 
from the initial 340 features and data classification was carried out in the sensor space, using the remaining 
features with a selected loudness threshold value of −1. An RF model was employed, and an accuracy of 99.1% 
was achieved on the test data, using the top 100 most important features. When comparing the important 
brain labels obtained from the validation dataset analysis with the top 10 most important brain labels from 
the main dataset, we observed that in the alpha frequency range, 7 out of the 10 brain labels were important in 
both datasets. The 3 non-overlapping brain labels were the paracentral gyrus, insula, and posterior cingulate. 
Notably, the reason for their absence in the validation set was the presence of high correlations with other 
brain parcels, which led to their removal in the initial feature merging step. Specifically, the paracentral gyrus 
exhibited high correlation with labels: postcentral, posterior cingulate, superior parietal, and supramarginal. The 
insula displayed high correlation with brain labels: lateral orbitofrontal, medial orbitofrontal, pars opercularis, 
pars orbitalis, pars triangularis, rostral middle frontal, and superior temporal, and the posterior cingulate was 
removed due to its high correlation with the supramarginal label. In the gamma frequency range, 7 out of the 
10 most important brain labels matched between the two datasets. Similarly, 3 out of the 10 brain labels did 
not appear in the validation dataset. These were the rostral anterior cingulate (due to high correlation with 
superiortemporal and temporal pole), paracentral (due to high correlation with postcentral, posterior cingulate, 
superior parietal, and supramarginal), and superior parietal (due to high correlation with supramarginal).

Finally, we conducted training and testing of a RF model on the validation data using connectivity features 
computed as described in Section ”Feature extraction”. This analysis resulted in an accuracy of 82.2%. When 
we compared the most important connections derived from the main dataset with those from the validation 
dataset, we found that most of the important connections were present in the validation dataset’s results, while 
both the order and the extent of the feature list vary considerably. In general, considering that there is a 70% 
match between the important brain labels in both the alpha and gamma frequency ranges and taking into 
account that the remaining labels were dropped due to the feature merging process, we can conclude that the 
validation dataset successfully validated the findings from the main dataset. This level of consistency supports 
the robustness and reliability of our results across different datasets and recording systems.

Discussion
In the present study, we aimed to ascertain if specific sensor, source, or connectivity features of resting state 
EEG from individuals with tinnitus predict tinnitus suppression by auditory stimulation. We showed that high 
classification accuracy can be found for several BATS threshold levels (split validation) and in an independent 
dataset. Important neural features were identified and subjected to model impact and directionality (of effects) 
analysis, which resulted in specific patterns of neural signatures aligning and extending current models of tinnitus. 
In the absence of any directly comparable previous work (i.e., prediction of acoustic tinnitus suppression from 
naive (EEG) resting state data and not by experimental state-like BATS data), referential discussion within the 
tinnitus literature in the following section is inherently limited. We first discuss the classification workflow and 
results, followed by an integrative discussion of resulted neural features with respect to tinnitus and general brain 
models following the sequence of analysis steps (see Fig. 1). Limitations, future directions, and the conclusion 
will finally complement the discussion.

������Ƥ������
Our analysis demonstrated the feasibility of robustly classifying individuals with regards to acoustically-induced 
tinnitus suppression based on naive EEG resting state recordings. We demonstrated that the classification task 
remains robust and consistently yields high accuracy on unseen data for various BATS threshold values (see 
Fig. 2). After removing highly correlated features ( > 0.9), the models achieved high accuracy values on test 
data, suggesting that the high accuracy is not due to overfitting. This level of performance indicates that the 
model has learned meaningful patterns from the data rather than memorizing noise or redundant information, 
as validated by its strong generalization to unseen test samples. This was further confirmed by our ancillary 
randomly-shuffled label model analysis, which resulted in almost chance-level accuracy (51.7%). In contrast to 
classical approaches that focus primarily on designing classifiers, even complex ones, to achieve high accuracy 
without a deep exploration of the underlying dynamics, the emphasis of this work is distinct: The focus lies 
not in classification per se, but in meaningful, explainable outcomes that foster the understanding of the 
underlying patterns. Showing that various simple models consistently yield high classification accuracy implies 
that the problem inherently possesses a global minimum in the parameter space for all classifiers. This implies 
that various simple models converge to the same optimal solution, indicating robustness and reliability across 
different approaches to classification. Beyond that, we assessed the importance and directionality of the feature 
classes for different loudness threshold levels, as illustrated in supplementary Figure S1. This ancillary analysis 
further highlighted consistency in both importance and direction across the class of features. Any (usually small) 
variations observed may be mostly attributed to the random selection of training and test sets, shuffling or 
data imbalance. This suggests that the choice of the threshold does not strongly influence the data’s underlying 
pattern. This robustness indicates that the features have been well-designed and offer clear separability between 
the two classes, resulting in consistent model performance across different thresholds. The ultimate choice of a 
10% BATS threshold (tinnitus loudness threshold at 90% after stimulation) for the main analysis is thus solely 
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motivated to create a balanced dataset. This threshold results in a distribution where 47.9% of individuals have 
+BATS, and 52.1% have -BATS, which ultimately reduces model bias and leads to fairer predictions.

Since preserving the inherent meaning of our features is important, we did not employ advanced feature 
selection or reduction techniques like PCA  62 or NCA  63, which involve linear combinations of features. We 
instead utilized Pearson correlation approach to merge features that exhibit high correlations to address the 
issue of multicollinearity in our dataset while keeping features interpretable. This process reduced dataset 
dimensionality, eliminated multicollinearity, and mitigated overfitting, retaining essential data for classification. 
However, features that exhibit a non-linear connection may be retained despite potentially showing a weak 
Pearson correlation, as the Pearson correlation specifically assesses linear associations. Merging such features 
based on correlation could be detrimental in certain configurations. Moreover, choosing the wrong threshold 
for merging the features can lead to either under-merging (retaining too many features) or over-merging (losing 
important information).

We ultimately selected the RF model to classify individuals with respect to their ability to suppress their 
tinnitus for several reasons: First, its majority voting mechanism naturally mitigates the risk of overfitting and 
helps lower variance error, promoting more robust and reliable predictions  51 (see supplementary Table S4). 
Second, RF is known for being less sensitive to hyperparameter choices compared to other models. Third, it offers 
a measure of feature importance through the Gini impurity metric 64. Additionally, it consistently demonstrated 
superior performance across various loudness thresholds, further validating its suitability for the task. Lastly, RF 
is an ensemble which is helpful if unbalanced data is present, in contrast to other classifier methods. Therefore, 
its inclusion and application on different BATS splits can be considered as optimal.

Features with low importance may have limited impact on the model’s predictive capabilities and can 
potentially be removed to simplify the interpretation of the model. On the other hand, if feasible and of interest, 
one could consider their effect on the model’s output as well. As an example, when examining non-oscillatory 
features of power spectrum density, including PSD offset and slope, we observed that as moving towards lower 
offset values and higher slope values (indicating reduced aperiodic activity), the model tends to predict the class 
of individuals who consistently showed tinnitus suppression (+BATS). This relationship is illustrated in Fig. 3C. 

Fig. 2. Performance of the classifiers. The performance (accuracy) of ten distinct classifiers was visualized on 
2-second EEG epochs, consisting of 10,332 data points and 652 features in sensor space. The classifiers applied 
included RF, XGBRF, QDA, NB, Decision Tree, RBF SVM, GP, KNN, CNN, and linear SVM, with varying 
BATS thresholds from 90 to 50, in steps of 10 (represented by different circles). Accuracy values ranged from 
50% (chance level) at the center of the circles to 100% (perfect prediction) at the circumference of the circles. 
We selected the Random Forest classifier as the best performer due to its robust performance across different 
threshold levels and its optimal performance at the 90% threshold compared to the other classifiers.
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Taken together, the proposed and applied classification method seems to be very feasible to investigate trait-like 
neural features with regards to their predictive value on the ability to (acoustically) suppress tinnitus.

Neurophysiological relevance
Sensor space
In the first segment of our discussion, we focus on the model and features regarding the EEG sensor space. First, 
it’s worth noting that higher gamma power values were more predictive of +BATS, with a distinct bias towards 
positive predictions but some negative extremes as well. In the absence of directly comparable experimental 
data, the discussion here is limited to links to general resting state data of tinnitus (trait-like) and to links to 
neural signatures during BATS (state-like). The latter comparison is especially precarious given the absence of 
state-like data and results in our study. Yet, looking at the pattern of positively-biased but bidirectional pattern 
of gamma features, our analysis aligns with the findings of Sedley et al. 31, where they argued that there was a 
positive correlation between tinnitus intensity and gamma band oscillations in the auditory cortex among a 
majority of patients (8 out of 14), suggesting an increased thalamocortical input and cortical gamma response 

Fig. 3. Importance order and direction of the sensor space features on predicting +BATS. (A) On the left 
sub-panel, a list of sensor space features, arranged in decreasing order of importance in the classification 
procedure, is presented. The chart showcases the combined significance of features within each feature category 
for forecasting -BATS (absence of tinnitus acoustic suppression) and +BATS (presence of tinnitus acoustic 
suppression), indicated by blue and red colors correspondingly. The horizontal axis shows the averaged SHAP 
values associated with each feature category. Feature classes with higher average SHAP values have a greater 
impact on the prediction of targets. On the right sub-panel, the chart includes a collection of data points (i.e., 
single EEG epochs), which are placed horizontally across the x-axis, representing their respective SHAP values. 
Additionally, the color of each data point (epoch) reflects the feature values, with a gradient from red to blue 
representing high and low values. (B) Channels of significance in the alpha (left panel) and gamma (right 
panel) frequency ranges are highlighted in red. (C) Partial dependence plot displays the interaction between 
two feature sets (aperiodic offset and aperiodic slope) in predicting the class of individuals with +BATS. As 
the aperiodic offset decreases and the aperiodic slope increases, collectively indicating a reduction in non-
oscillatory brain activity, there is a higher probability of predicting individuals with +BATS. (D) The x-axis of 
the scatter plots represents the values of alpha power (left and right sub-panels) and gamma power features 
(middle sub-panel). Each data point corresponds to an individual observation (i.e., a single EEG epoch) in 
the dataset. The y-axis represents the SHAP values associated with each feature for the same set of data points, 
and color gradients represent a third variable, namely, alpha entropy (left panel), gamma entropy (middle 
sub-panel), and gamma power (left and right subpanel). The baseline (y = 0, dotted line) represents the model’s 
mean prediction of +BATS across all instances. Dots above the baseline indicate positive feature contribution, 
while dots below indicate negative feature contribution.
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associated with higher tinnitus loudness. Conversely, all four patients exhibiting residual excitation (i.e., tinnitus 
loudness exceeding the baseline loudness before sound stimulation) demonstrated an inverse correlation 
between perceived tinnitus intensity and auditory cortex gamma oscillations. In a further study, it was shown 
that gamma oscillations are consistently more present during BATS 32, which was recently confirmed by another 
study 35, where an increase in alpha and gamma frequency bands during BATS was shown. Contrary to these 
positive gamma findings, two other studies could not find gamma and/or high frequency oscillation effects 
in BATS 34,65. In our previous study, we observed decreased low gamma or high beta power post-stimulation 
(at 31 Hz), which was not linked to BATS 36. The BATS experimental data regarding gamma thus seems to be 
inconclusive and, as introduced, considering general resting state data from tinnitus and basic literature about 
gamma or neural oscillations might be more productive. In comparison to healthy controls, increased gamma 
power in rest in individuals with chronic subjective tinnitus has been found in several studies  12–14,66. In addition, 
some resting-state studies have shown a positive correlation between tinnitus loudness and gamma oscillations 
in auditory fields 67,68, which was also critically discussed in a position paper 69. The pattern of increased high-
frequency or gamma oscillations in tinnitus resting-state seems to be stable, with little contradicting evidence, 
and may be interpreted with the theorized higher neural synchrony in cortical auditory fields due to tinnitus 9,70. 
Mapping these considerations back to our novel data, we certainly can assume that the gamma findings, 
including some bidirectional effects possibly related to individual differences, are reflected in our findings. Yet, it 
is not understood in detail how gamma oscillations may contribute to an active suppression of tinnitus. Gamma 
oscillations, typically in the range of 30–100 Hz, are closely associated with sensory processing, attention, and 
the integration of cortical information 71,72. In the context of the auditory system, higher gamma power could 
reflect enhanced cortical excitability and increased neural synchrony within auditory pathways, which might 
be instrumental in the modulation or suppression of tinnitus. We thus theorize that increased trait-like gamma 
power and/or dynamics, as found in our study, might be aiding the cortical (auditory) system to suppress 
tinnitus. In addition, current considerations regarding the predictive brain might extend this reasoning by 
introducing that higher gamma activity in auditory cortical fields could be interpreted as the brain’s attempt to 
enhance the precision of auditory predictions or to amplify the prediction error related to the phantom sound 
of tinnitus 32,73,74. This increased activity could serve to better predict and, therefore, more effectively cancel out 
the internal representation of tinnitus, leading to its suppression.

Second, looking at the second most important identified feature, alpha power, the discussion of our finding of 
increased alpha power predictive of +BATS is more straightforward both given the clear direction of results and 
the results’ fit to current theoretical models. Reduced (trait-like) alpha power in tinnitus has been consistently 
shown in resting state studies 12,75 and is theorized to be reflective of a disrupted (auditory) inhibitory system 
in tinnitus. Findings of reduced GABA, a major inhibitory neurotransmitter, concentration levels in cortical 
auditory fields may further corroborate the hypothesis of a defective inhibitory system in tinnitus 76,77. A single 
study also showed that observed lower resting alpha power in tinnitus is correlated to higher gamma power 
linking the two major inhibitory and excitatory neural oscillations 66. We could demonstrate a similar correlation 
in our analysis of +BATS prediction (see Fig. 3D). Furthermore, experimental data in BATS showing increases 
of alpha power during BATS confirms that BATS may temporarily restore normal cortical inhibition and thus 
suppress the perceived tinnitus sound 78. Taken together, our results add to the importance of alpha regarding 
cortical inhibition and (acoustic) tinnitus suppression by establishing its importance as a trait-like feature in 
individuals with tinnitus, which has not been shown before.

Finally, aperiodic parameters complemented the results of the sensor feature set, demonstrating that +BATS 
is related to lower aperiodic offsets and steeper slopes, which suggest more periodic (i.e., oscillatory) activity 
over the entire power spectrum in individuals with +BATS (Fig. 3C). This observation fits considerations of 
thalamo-cortical dysrhythmia in tinnitus 79–81, expressed by a flatter overall M/EEG (resting state) spectrum and 
increases in high-frequency power (i.e., gamma).

Source space
Source localization of the identified most important features of the sensor model, gamma and alpha power, was 
motivated to constrain these findings to specific functionally-segregated brain regions. The discussion so far 
assumed that the effects to be mainly originating from cortical (bilateral) auditory fields, which is confirmed 
by the resulting sensor locations spanning lateral and posterior sensors (see Fig. 3D) and the bulk or previous 
literature. Regarding frequency-specific contributions in identified brain labels, global functional eminence of 
the alpha and gamma band in the context of tinnitus and sensory processes have to be elucidated: The prominence 
of alpha power in the right hemisphere and gamma in the left hemisphere suggests a division of labor between 
the hemispheres in general brain functioning 82. Alpha oscillations generally reflect inhibitory processes and 
reduced cortical arousal 83, whereas gamma oscillations typically code sensory processing, attention, and the 
integration of cortical information  72. Mapping these global and normal brain mechanisms to tinnitus and 
especially to trait-like features predicting tinnitus suppression is challenging in the absence of any relevant 
previous resting state data in tinnitus considered with lateralization of neural oscillations. Yet, our findings 
suggest that there is a correlation between the level of predictive gamma power in the left transverse temporal 
gyrus and predictive alpha power in the right transverse temporal gyrus (as shown in Fig. 4A, B), and the typical 
functioning preferences of the two hemispheres, particularly in the bilateral auditory cortex. This implies that 
normal brain functioning may be facilitating (acoustic) tinnitus suppression. Predictive trait-like gamma power 
in the left primary auditory cortex, namely transverse temporal or Heschl gyrus, may signify an adaptive neural 
process aimed at minimizing the sensory prediction errors that underlie the perception of tinnitus. In turn, such 
a minimization of prediction errors may contribute to successful tinnitus suppression.

In the insula, high alpha power is not predictive of +BATS, whereas the opposite pattern can be observed for 
alpha power in the rostral anterior cingulate cortex, posterior cingulate cortex, and superior frontal gyrus. In the 
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rostral anterior cingulate cortex, predictive trait-like alpha power could be linked to a functioning or maintained 
active tinnitus noise canceling system mediated through thalamocortical relays 84. A correlative EEG resting state 
study has identified the anterior cingulate complex, including the rostral anterior cingulate cortex, to be involved 
in tinnitus perception 85. Yet, the authors did not find any effects in the alpha frequency band. Moreover, also 
critical for our data, M/EEG source localization of deep, medial, and ventral structures like the subcallosal area, 
identified as the key node in the tinnitus noise-cancelling system 84,86, is challenging and possibly unreliable. 
Given structural vicinity and functional overlap of the anterior cingulate complex’ subregions (i.e., rostral 
anterior cingulate cortex, pregenual anterior cingulate cortex, and subgenual anterior cingulate cortex), it was 
proposed by 87 to extend the functional locus of the key node of the noise-canceling system to the entirety of the 
ventromedial prefrontal cortex. Predictive trait-like alpha power in the posterior cingulate cortex could be both 
reflective of an intact DMN including its inhibitory properties and/or normal modes of memory processing, 
which could imply that tinnitus is not filled-in from the hippocampus as proposed in recent models 88,89. In 
similar veins, predictive alpha in (superior) frontal regions could be indicative of functioning control (networks) 

Fig. 4. The most contributing brain labels in prediction of +BATS. In both the alpha (A) and gamma (B) 
frequency range, brain labels that significantly contributed to predicting individuals with +BATS are denoted 
by circles. Brain labels shared with the validation dataset are highlighted in blue, while those not matching are 
colored in black. The importance and directionality of these brain labels in predicting +BATS are displayed in 
the right subpanels of (A, textbfB), respectively.
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within the tinnitus brain, allowing for better attentional (or auditory gating) control and possibly suppression of 
the phantom sound perception 90. Looking at gamma, its lack in superior parietal regions may be correlated to 
an absence of integration with other sensory systems (cross-modal compensation) and/or intact attentional or 
inhibitory control as in alpha and the posterior cingulate cortex 91,92. Finally, the same could be true for a similar 
pattern in the rostral anterior cingulate cortex and, analogously to higher predictive alpha power in the same 
region, linked to an (intact) tinnitus noise canceling system.

Notably, identified regions also play a role in large and small-scale networks, such as, for example, the posterior 
cingulate cortex, a critical node in the default mode network. The involvement of the insula and the rostral 
anterior cingulate cortex highlights their significance in the salience network or ventral attention network, crucial 
for detecting and filtering salient external stimuli and internal events, thereby facilitating the transition between 
activated networks such as the default mode network and the central executive or frontoparietal network. The 
superior frontal gyrus and the frontal pole, implicated in executive function and attentional control, are key 
components of the frontoparietal network, underscoring their role in directing attention and managing cognitive 
resources, which could be particularly relevant in modulating attention towards or away from tinnitus sounds 93. 
Additionally, the involvement of sensory integration and executive regions suggests a complex interplay between 
auditory processing and higher-order cognitive functions, emphasizing the multisensory and multidimensional 
nature of tinnitus perception within these overarching neural networks. Network aspects are further analyzed 
and discussed in the following section discussing our network model.

Connectivity
Looking at auditory connectivity, the specific intra-auditory alpha and gamma connections in +BATS individuals 
most probably reflect functioning inhibitory circuitry enabling the suppression of tinnitus (see Fig. 5C. The here 
observed intact connectivity contradicts findings of disrupted resting state alpha networks in individuals with 
tinnitus 94, implying that an intact intra-auditory network may support BATS. In the same study, authors found 
a resting state hyperconnection in the gamma frequency range which could be explained by differences in the 
analysis (i.e., resting state case-control design in the former study vs. within-group prediction in our study). 
In general, the resting state auditory network literature in tinnitus is not unequivocal, with conflicting results 
explained by the heterogeneity of the investigated tinnitus samples and/or applied methods 16.

On the large-scale network level, in the gamma frequency band, the most important connection of the 
connectivity RF model is found between AUN and SMN possibly related to increased sensory integration and/or 
attempts to minimize sensory prediction errors. Notably, both networks include the transverse temporal gyrus, 
which highlights their intrinsic connection and, thus, functional coupling. Further, a hyperconnection between 
AUN and the LBN could be representative of a trait-like intact noise canceling system 84, which may be further 
corroborated by a similar hyperconnection between AUN and the DGN including bilateral caudate, putamen, 
pallidum, and thalamus. However, given the large-scale character of investigated networks, more precise 
identification of medioventral key nodes of the proposed noise-canceling system (i.e., subgenual cingulate cortex 
and/or anterior cingulate cortex complex as well as the thalamus), can not be provided with our current data 
and analyses. Contrary to these hyperconnections, a hypoconnection between AUN and the (control) network 
FPN could be characteristic of a trait-like pattern of less attentional control and/or memory-related connectivity 
in +BATS individuals. This could imply that individuals with +BATS may not have developed aberrant network 
activity. The observed 3 hypoconnections between large-scale networks in the alpha frequency band, namely 
between VAN and DMN, AUN and DAN, and VAN and DGN, respectively, may echo the hypoconnection 
between AUN and FPN in the gamma frequency band. This would further corroborate the emerging pattern 
of hyperconnected auditory and/or potential noise-canceling networks in the absence of interactions between 
other large-scale networks and/or with the hyperconnected networks predicting +BATS.

Taken together, connectivity results of our 3rd model unfathomed a global pattern of intact intra-auditory 
connections in both frequency bands possibly implying functioning inhibitory and/or integrating auditory 
circuitry. Beyond that, large-scale networks are mostly hypoconnected, except auditory sensory as well as 
auditory limbic interactions, indicating normal functioning and/or an unimpaired noise-canceling system. The 
observed pattern of differential connectivity (hyper vs. hypoconnectivity) in auditory vs. attention/default mode 
networks may indicate a neural phenotype where ’normal’ auditory processing, including tinnitus inhibition, 
remains relatively intact in the auditory network. This finding suggests that in this specific neural subtype of 
+BATS, more general networks may not yet be significantly involved or affected, potentially reflecting an earlier 
stage of tinnitus chronification or a distinct manifestation of individual trait-like neural profiles.

Behavioral differences
In our analysis, we observed higher MML and a trend towards higher tinnitus loudness levels in the -BATS 
group, suggesting a potential relationship between tinnitus perceptual intensity and the ability to achieve BATS. 
This observation is intriguing, especially given the absence of significant differences in tinnitus duration between 
groups, a marker often associated with tinnitus chronification. Constantly higher tinnitus loudness could be 
explained by a crossing of a non-linear threshold where the system’s adaptive responses may become maladaptive. 
In consequence, certain inhibitory and/or neuroplastic mechanisms necessary for tinnitus suppression may 
become less effective 95,96. This observation merits further investigation into the neural and perceptual dynamics 
underlying tinnitus and its modulation.

Limitations and future directions
The current study has some limitations that inform future studies in BATS, tinnitus research, and/or the methods 
applied.
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Classifier feature importance values and related ordered lists are delicate to interpret. Resulting values are 
not straightforward to interpret per se, especially if compared to modes of interpreting inferential frequentist 
or Bayesian statistics results. In a RF classifier, the Gini importance values, which quantify each feature’s 
contribution to node purity and the overall quality of splits across the decision trees, do not necessarily sum to 
1 but are scaled relative to each other. These values, reflective of a feature’s frequency in splitting and its impact 
on reducing node impurity, vary with the data, the forest’s size, and the algorithm’s implementation, allowing 
for a meaningful comparison of feature importance within the model’s context. SHAP values are used to explain 
the output of machine learning models by attributing the prediction to different features. They represent the 
contribution of each feature to the difference between the actual prediction and the average prediction. Each 
SHAP value corresponds to a feature and indicates how much that feature contributes to the prediction for a 
particular instance. Despite the complexities inherent in interpreting Gini importance and SHAP values within 
a RF classifier, our study’s results remain reliable and interpretable, acknowledging the discussed limitations.

Gamma oscillations in resting-state EEG are often regarded as artifacts resulting from eye movements 97–100. 
However, to prevent any influence on the results, activations associated with both vertical and horizontal eye 
movements were removed during preprocessing using ICA. Additionally, no behavioral differences-such as 
tinnitus distress, hearing, or overall health-were observed between the groups, further addressing this concern. 
Moreover, eye movements are unlikely to contribute to the differences observed between the two groups (positive 
and negative BATS).

Although there is no direct method to estimate the signal-to-noise ratio (SNR) of resting-state EEG signals, 
we aimed to enhance it during preprocessing. This was achieved by applying band-pass filters to minimize out-

Fig. 5. Importance order and direction of the connectivity features on predicting +BATS. (A) The list of 
connections, sorted by importance in the classification process along with their directionality in predicting 
+BATS and -BATS, is presented. The y-axis tick labels, colored in purple and light brown, represent 
connections in the alpha and gamma frequency ranges, respectively. (B) The contrast between average 
connectivity across participants with +BATS and -BATS in alpha (upper panel) and gamma (bottom panel) 
within resting-state networks is depicted using circular graphs. The color gradient ranges from red to blue, 
indicating stronger connections in individuals with BATS ability to low values, indicating individuals with 
-BATS. (C) The most important connections within the AUN network in the classification process are 
visualized on a glass brain. Purple and light brown indicate connections in the alpha and gamma frequency 
ranges, respectively.
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of-band frequency interference, using ICA to remove artifacts, and manually discarding noisy epochs. While the 
power spectral density (PSD) does not explicitly quantify the SNR, it offers valuable insights into the quality of 
the recorded data (see supplementary Figure S4).

Even though our results are of high accuracy, stable over validation approaches, and meaningful in resulting 
features, larger sample sizes are needed to further consolidate and differentiate analyses and results. Yet, given 
our total sample size of 102 cases, the presented dataset is currently the largest in the context of EEG, BATS, and 
tinnitus.

Further, future studies could incorporate additional neurophysiological measures of higher spatial resolution, 
such as MRI, to complement the current feature sets and to ensure more precise source localization based on 
individual structural MRI in combination with scanned individual EEG electrode positions. Source localization 
may limit the precision of some of the presented data, which is discussed transparently throughout the paper.

To maximize the feature set included in machine learning modeling and, in consequence, derive insights 
in the spirit of explainable AI 38, further (neuro)physiological measures could be considered 101. A maximized 
comprehensive feature set could lead to objective diagnosis and subtypization of tinnitus and/or the ability of 
tinnitus suppression 102,103.

Finally, by mapping the unique neural signatures associated with tinnitus in different individuals derived 
from our approach here, future studies could design targeted interventions that address the specific neural 
underpinnings of tinnitus in each individual. Such an approach would not only improve the precision of tinnitus 
treatments but also contribute to the broader field of personalized neurotherapy, optimizing interventions based 
on each individual’s neural fingerprint.

Conclusion
The present work represents the first attempt to predict acoustic tinnitus suppression via spontaneous brain 
activity data. It aims to understand the potential suppression factors on the neural level through automatic 
classification and identification of distinctive features. Using a standard set of classifiers, we achieved high 
classification accuracy (98% for the sensor and source model and 86% for the connectivity model) with RF 
model and identified several, partly novel, trait-like neural features, which were further analyzed using the SHAP 
method. The resulting specific patterns of gamma and alpha oscillations in sensors and source-localized brain 
regions, especially with higher power in the alpha frequency band is predictive of +BATS, highlights the role 
of auditory cortical activity and its hemispheric distribution (i.e., right hemisphere dominance in alpha band 
and left hemisphere dominance in the gamma band) in managing phantom sound perception and suppression. 
Furthermore, we could demonstrate that intra-auditory and cross-network connectivity between large-scale 
(cortical) auditory and limbic networks were also predictive of an individual’s ability to suppress tinnitus. 
Finally, by analyzing aperiodic features of the EEG power spectrum, it was shown that normal averaged spectral 
shapes are predictive of tinnitus suppression. Our approach advances the understanding of the neural basis of 
tinnitus suppression and tinnitus in general, highlighting distinct neural traits and dynamics between tinnitus 
subpopulations. This work not only paves the way for objective diagnosis and personalized treatment strategies 
but also underscores the potential for targeted, individualized interventions in tinnitus care.

Data availibility
The data can be obtained by other researchers upon reasonable request to the corresponding author (patrick.
neff@uzh.ch). The analysis code is available at https://github.com/payamsash/Prime.
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Supplementary Material

Methods and supplemental information
EEG data and preprocessing
In the experiments performed at the University of Regensburg, resting state EEG was acquired for 10 minutes with alternating
eyes open/closed blocks for 1 minute each on naive participants (i.e., no treatment or experimental procedures before the
EEG recording). EEG was recorded with Brain Vision Recorder software (version 1.20, Brain Products GmbH, Gilching,
Germany) together with a BrainAmp amplifier (Brain Products GmbH, Gilching, Germany) and an Easycap elastic electrode
cap (Easycap GmbH, Herrsching, Germany) with 64 electrodes placed according to the 10-20 system1, 2. EEG measurements
were recorded at a sampling rate of 500 Hz and online referenced to FCz. Impedances were kept below 10 kOhm and balanced
for all recordings.

In the experiments performed at the University of Zurich, the EEG resting state paradigm was identical to the Regensburg
experiment and participants did also not undergo any treatment or experimental procedures before the EEG recording. The
EEG system was from the same manufacturer but using a more current system with active electrodes. Brain Vision Recorder
software (version 1.33, Brain Products GmbH, Gilching, Germany) in conjunction with a BrainAmp DC amplifier (Brain
Products GmbH, Gilching, Germany) was used. Acticap Slim active electrode cap (Easycap GmbH, Herrsching, Germany)
featuring 64 electrodes arranged in accordance with the international 10-20 system. Recordings were performed at a sampling
rate of 1000 Hz, and online referencing was set relative to the FCz electrode. Impedances were kept below 10 kOhm and
balanced for all recordings.

The EEG data was down-sampled to a sampling frequency of 250 Hz and before that, it underwent a lowpass filtering
process with a cutoff frequency of 500 Hz to prevent signal aliasing in the down-sampling. Subsequently, the signals were
filtered using a linear phase FIR filter with low and high cutoff frequencies of 1 and 80 Hz, respectively, in order to preserve
the frequency content within different frequency bands. Additionally, a zero-phase FIR notch filter with a notch frequency
at 50 Hz with stop and transition bands set to 0.25 and 1 Hz was applied to the data. This notch filter effectively eliminated
any electrical interference or (line) noise around the 50 Hz frequency. The standard equidistant 10-20 system montage was
used for electrode locations1, 2. Using independent component analysis (ICA), the EEG data was separated into different
components, and components related to eye blinks and eye movements were automatically identified and removed using the
MNE-ICALabel python package3. The initial 3 seconds of each block (whether eyes open or closed) were excluded from the
data to eliminate artifacts caused by the transition between eye opening or closing. The remainder of the EEG data blocks are
then concatenated and segmented into 2-second epochs. We opted to use eyes closed epochs of the recordings to predict BATS
to reduce vision artefacts and in accordance with previous works4–6.

Feature extraction
In this study, we employed the MNE v.1.5.1 Python package7 for preprocessing eeg recordings and computing power spectral
density in both sensor and source spaces. The FOOOF v.1.1.0 Python package8 was utilized to compute the aperiodic
components (offset and slope) of the power spectral density. For assessing spectral connectivity within brain labels, we utilized
the MNE-Connectivity v.0.5 package9. In addition, scikit-learn v.1.3.110 was used for the classification tasks, and
the SHAP v.0.43.0 package11 was employed to evaluate the direction and importance of features in the classification task.

Spectral band power
The average power of a signal was calculated within five specific frequency ranges: delta (0.5–4.5 Hz), theta (4.5–8.5 Hz), alpha
(8.5–13.5 Hz), beta (15–30 Hz), and gamma (30–80 Hz)12. This computation was performed for each epoch using multitaper
spectral estimation method7, 13, in which the signal is convolved with a set of optimal bandpass filters known as DPSS filters
and the the final power spectral density is obtained by averaging resulting power spectra over all the filters. The bandwidth of
the chosen tapers is set to 8 divided by the duration of each epoch, which is equivalent to 4 Hz. For a selected frequency range,
the frequencies within ± half of the bandwidth (i.e., bandwidth / 2) are smoothed together to obtain the power estimate14. As a
result, the number of band power features is equal to 310 (5 * 62), which represents the number of frequency ranges multiplied
by the number of channels.

Spectral entropy
We computed Shannon entropy to quantify the degree of disorder or uncertainty in the distribution of power across different
frequency components in a signal’s spectrum. It provides a measure of the diversity or randomness of frequency content within
a signal’s spectral profile. Spectral Shannon entropy is calculated as follows for each individual epoch within each frequency
range: first we computed the power spectral density (PSD) of the epochs within the specific frequency range as described in .
Then we normalized the PSD values to obtain a probability distribution. This involves dividing the PSD values by the sum
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of PSD values within that frequency range for that specific channel, ensuring that the probabilities sum up to 1. Finally we
Calculated the Shannon entropy for that channel and frequency range using the following formula:

H =�
N

Â
i=1

P( fi) · log2[P( fi)] (1)

where H represents the Spectral Shannon entropy. N is the total number of frequency components or bins in the spectrum and
P( fi) is the probability (or normalized power) associated with the i th frequency component in the spectrum.

Aperiodic spectral power
In order to calculate the aperiodic broadband and exponent parameters for each epoch, we used the FOOOF Python module8.
This package allows for the parameterization of the estimated power spectrum density (PSD). Specifically, it models the
non-oscillatory portion of the PSD, which exhibits a 1/f-like behavior, using an exponential function as noted in the following
equation:

AP( f ) = 10b · 1
(k+ f x)

(2)

where b is the broadband offset, k indicates the ’knee’ parameter for controlling the bend in the spectrum and x denotes the
aperiodic slope. By fitting this model, the aperiodic broadband offset and exponent parameters can be obtained for further
analysis and interpretation. 124 (62 * 2) features representative of aperiodic activity used for classification purposes.

Source space power spectral density
To calculate an approximate forward operator for our EEG recordings, we utilized the boundary element model, source model,
and co-registration information of a standard template MRI subject from the MNE python package7. In our EEG recordings,
since there was no specific period of the data available for estimating the noise covariance, we used an ad hoc covariance matrix
for noise modeling within our EEG sensors. This ad hoc covariance matrix is equivalent to what we would obtain for Gaussian
noise on the sensors, assuming an infinite number of samples. This approach is a practical way to account for sensor noise in
the absence of direct noise estimation from the data. Utilizing the noise covariance and forward solution, we employed the
linear minimum-norm inverse method known as "dSPM" to determine the inverse solution7. This allowed us to obtain source
time courses and source power spectra. For each brain label, we extracted a single time course by averaging across vertices at
each time point within each label7. The brain labels and cortical parcellation were derived from the Desikan-Killiany Atlas15.
The number of features that represent the power of brain labels is 340 which is equal to number of frequency ranges * number
of brain labels.

Connectivity measure
To estimate spectral densities for coherence calculation, we employed a continuous wavelet transform utilizing Morlet wavelets
with 7 cycles and a zero mean. The temporal window decreases proportionally with frequency, scaling by the number of cycles.
The formula employed to subsequently compute coherence between two epochs at a specific frequency component is as follows:

C( f ) =
|Sxy( f )|2

Sxx( f ) ·Syy( f )
(3)

where Cross-Power Spectral Density Sxy( f ) indicate the degree to which the two epochs are correlated at a specific
frequency. It accounts for both phase and magnitude information. A high magnitude of Sxy( f ) suggests strong correlation.
Power Spectral Densities Sxx( f ) and Syy( f ) measure the power or energy contained in each epoch at the same frequency and
the coherence value C( f ) indicates the relationship or coherence between the two epochs at frequency f ranging between 0 and
1. We computed the spectral connectivity between all pairs of brain regions delineated by the ’Desikan-Killiany’ cortical atlas,
considering the two distinct frequency ranges: alpha and gamma.

Feature importance and directionality
We used Gini index16 as an indicator of feature importance in our classification process using RF with 100 trees (estimators) in
the forest. In a classification problem, the Gini impurity for a node is calculated as follows:

Gini(node) = 1�
C

Â
i=1

(pi)
2 (4)
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where C is the number of classes and pi is the probability of an element in the node belonging to class i. Feature importance is
determined by aggregating the decrease in Gini impurity achieved by each feature when it is used to split nodes across all the
trees in the forest. Features that consistently lead to a significant reduction in Gini impurity are considered more important, as
they contribute more to the classification accuracy.

To assess the directionality of the features on the model prediction, we used SHAP Python pacckage11. SHAP calculates
Shapley values from cooperative game theory. Shapley values allocate a contribution score to each feature based on its
collaboration with other features in predicting a specific outcome. These scores represent the impact of each feature on a
model’s prediction. Following is the equation to compute Shapley values for each individual feature:

fi( f ) =
1
N Â

S✓N\{i}

✓
N �1
|S|

◆�1
(val(S[{i})� val(S)) (5)

in which, represents fi( f ) the SHAP value for feature i. N is the total number of features. S is a subset of features that
excludes feature i. val(S) represents the model’s output (e.g., prediction) for the subset of features S and

�N�1
|S|

�
denotes the

number of ways to choose a subset of features S from the remaining N �1 features. SHAP generates interpretable explanations
for individual predictions (i. e. +BATS and -BATS). For a given prediction, it quantifies how much each feature contributed to
pushing the model’s prediction away from a baseline or reference prediction. This attribution helps to understand not only
which features are important but also in which direction they influence the prediction. Positive SHAP values indicate that
a feature contributes to increasing the prediction, while negative values suggest that a feature contributes to decreasing the
prediction. This directionality allows to grasp whether a feature has a positive or negative impact on the classifier outcome.
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Tables

Table S1. Sample description. All dB values are in dB SPL (sound pressure level). M = mean; SD = standard deviation; Md
= median; BATS = brief acoustic tinnitus suppression. BATS levels refer to the perceived tinnitus loudness after sound stimulus
offset.

Main dataset Validation dataset
N (female) 73 (38) 29 (4)
Tinnitus side (left/ right/ bilateral) (7/ 13/ 53)

M SD Md Min Max M SD Md Min Max
Age (years) 52.60 10.84 55.00 23.00 69.00 41.19 13.62 35.00 22.00 66.00
Tinnitus duration (months) 118.81 70.84 110.00 18.00 280.00 112.32 107.00 60.00 6.00 380.00
Hearing loss (both ears, dB) 21.70 12.41 21.69 -7.22 53.06 6.996 6.41 8.42 -1.91 18.44
MML (dB) 62.91 16.45 60.65 30.10 90.00 51.81 20.13 55.50 1.00 85.00
THI total score (0-100) 37.26 24.08 34.00 4.00 98.00 38.54 17.59 36.00 12.00 84.00
GUF total score 11.30 6.95 10.00 0.00 34.00 6.65 4.85 6.50 0.00 16.00
Tinnitus loudness (dB) 54.96 17.52 52.00 27.00 90.00
BATS (%) / BATS (-5 - +2)* 86.35 18.82 93.21 7.59 107.14 -0.92 2.23 0.00 -5.00 1.00

Table S2. Descriptive statistics of sample split in the main dataset. No differences in key variables between the groups
except for MML (higher in -BATS). All dB values are in dB SPL (sound pressure level). SD = Standard Deviation.

Variable Mean (SD) Difference statistics
+BATS -BATS Statistics p-value

Age (years) 54.40 (9.40) 51.24 (11.87) t=1.255 0.214
Sex (female) 35 (16) 38 (22) chi=0.650 0.420
THI total score (0-100) 34.86 (25.73) 39.47 (22.58) t=-0.816 0.417
Hearing loss (both ears, dB) 25.38 (9.51) 23.06 (11.96) t=0.914 0.364
tinnitus duration (months) 114.17 (73.32) 123.08 (69.17) t=-0.534 0.595
tinnitus frequency 6098.14 (2684.83) 6122.39 (3229.57) t=-0.035 0.972
MML (dB) 60.03 (16.87) 67.66 (14.84) t=-2.054 0.044
tinnitus loudness (dB) 54.71 (22.46) 63.29 (22.03) t=-1.646 0.104
Hyperacusis score (0-45) 10.34 (7.49) 12.18 (6.38) t=-1.133 0.261

Table S3. Overview of brain regions extracted from Desikan-Killiany atlas and assigned to 9 sub-networks. For each
brain parcel both left and right hemispheres are assigned to the correponding sub-network.

Network name Included brain labels
VSN (visual network) cuneus - lingual - lateraloccipital -pericalcarine
SMN (somatomotor network) caudalmiddlefrontal - postcentral - precentral - paracentral - transversetemporal
AUN (auditory network) superiorparietal - superiortemporal - transversetemporal
VAN (ventral attention network) fusiform - inferiorparietal - lingual - lateraloccipital
DAN (dorsal attention network) caudalmiddlefrontal - lateraloccipital - paracentral - superiorparietal - superiortemporal

FPN (frontoparietal network) lateralorbitofrontal - parsopercularis - parsorbitalis - parstriangularis - rostralmiddlefrontal -
superiorfrontal - superiortemporal

DMN (default mode network) caudalanteriorcingulate - entorhinal - frontalpole - isthmuscingulate - medialorbitofrontal -
parahippocampal - posteriorcingulate - precuneus - rostralanteriorcingulate

DGN (deep grey matter network) caudalmiddlefrontal - paracentral - postcentral - precentral - superiorparietal - superiortemporal

LBN (limbic network) caudalanteriorcingulate - entorhinal - frontalpole - isthmuscingulate - medialorbitofrontal -
parahippocampal - posteriorcingulate
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Table S4. Random Forest classifier performance. Metrics evaluating performance, such as accuracy, precision, recall, and
F1-score, are provided for each classification task, encompassing both the primary dataset and the validation dataset.

Main dataset Validation dataset
accuracy precision recall f1-score accuracy precision recall f1-score

Sensor space features 98% 98% 98% 98% 96% 96% 96% 96%
Source space features 98% 98% 98% 98% 99% 99% 99% 99%
Connectivity features 86% 86% 86% 86% 82% 82% 81% 80%
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Figure S1. Importance order and directionality of sensor space features are shown for three different loudness
threshold value, namely 90 (A), 70 (B) and 50 (C). The dots at each plot indicate SHAP values measuring how much each
feature category contributes to predicting class of individuals with +BATS. Furthermore, the color of each data point (epoch)
represents the feature values, following a gradient from red to blue, where red indicates high values, and blue signifies low
values.
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Figure S2. Analysis of validation dataset. A. Visual representation of the correlation matrix of the validation dataset,
showing the relationships between various pairs of features including computed features in sensor space (left panel), source
space (middle panel) and connectivity features (right panel). To reduce multicollinearity among features, values greater than
0.9 are combined. B. Accuracy values of ten distinct classifiers applied on the EEG epochs of validation dataset. C. Sensor
space features are organized by decreasing importance for predicting two classes: +BATS and -BATS. In the left panel, the
horizontal axis displays averaged SHAP values for each feature category, with higher values indicating greater influence on
target prediction. Right panel consists of data points (epochs), representing feature categories, placed along the x-axis based on
their SHAP values. Data point colors range from red to blue, reflecting feature values from high to low. D. Most contributing
channels in classifying individuals with +BATS and -BATS are colored in red in both alpha (right panel) and gamma (left panel)
frequency ranges.
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Figure S3. The list of most contributing connections in the validation dataset, sorted by their importance in the
classification process. Each connection’s directionality is also shown. The y-axis tick labels, colored in purple and light brown,
correspond to connections in the alpha and gamma frequency ranges, respectively.
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Figure S4. The power spectral density (PSD) of the main dataset, averaged across all subjects, is displayed for the 0–120 Hz
frequency range. The top plot presents the PSD for individual channels, while the bottom plot features a blue ribbon illustrating
the standard deviation of PSD across both subjects and channels. A dashed vertical line marks the high-cut frequency of the
band-pass filter at 80 Hz.
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